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This note is based upon reading of .

1 One-stage Stochastic Optimization

1.1 Various Modeling Way of Stochastic Optimization Problem

Consider a LP with uncertainty:
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zo > 0.

If we solve this problem before realization of the uncertainty, then it is called here and now
model; otherwise it is called wait and see model. There are various ways to solve a here and now
model:

o Robust model (pessimistic): we consider the extreme case when £ = (1,1/3) directly,
under this case the feasible set is the smallest. The optimal solution is feasible for all
possible realization but is too conservative.

o Robust model (optimistic): we consider the extreme case when £ = (4, 1) directly, under
this case feasible set is the largest. However, the optimal solution is feasible with prob 0.

o Deterministic model (unbiased): we consider the mean value of ¢, i.e., & = E[¢]. The
optimal solution is infeasible for some realization of &.

o Probabilistic model (chance constrained): Consider specific a1, a2 € (0, 1), we tend to
solve
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2 Two-stage Stochastic Optimization

o Recourse model (penalize shortfall): We consider the following optimization problem

where the latter two parts are the expected shortfall of two resource constraints:
mzinzvl + 2o+ B¢ [(S121 + 22 — 7) 7] + @Eg, [(§o21 + 220 — 4)7].
This can also be reformulated as
n}cin x1 + z2 + E[Q(z1, 22, )],
where () is called recourse function and
ElQ(z1,22,8)] = min - iy + g2y
st. &zt >7
§owy + 12 > 4 G)
1 >0
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1.2 General One-stage Stochastic Programming Models

2 Two-stage Stochastic Optimization
3 Multistage Stochastic Optimization

4 Sample Average Approximation

Definition 4.1 (Sample Average Approximation)

Consider a stochastic programming problem in the form

min{ f(z) = E¢[F(z,§)]},

zeX

where X C R" is a given set and & is a random vector. Suppose & is discrete and has

finite K realizations, denote its expected objective function as

K
f@) =Ee[F(2,0]} = > puF(z, &).

k=1
We generate a sample of N replications of &, note that £*, - - - can be viewed as a sequence

of random vectors with the same probability distribution as £&. On the basis of these

samples, we define a sample average function as
N
. 1 ;
=1
Moreover, fx(z) is an unbiased estimator of f(z), i.e.,

Ee[fv(2)]} = f(2),

since each &' has the same probability distribution as €.




4 Sample Average Approximation

Thus, the original problem can be approximated by

gg)lg{fzv(fﬁ)}-

Note on We consider SAA because of the computational difficulties in high dimension space.
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